ABSTRACT

Machine learning (ML) techniques have been widely used to address mental health questions. We discuss two main aspects of ML in psychiatry in this paper, that is, supervised learning and unsupervised learning. Examples are used to illustrate how ML has been implemented in recent mental health research.

INTRODUCTION

The development of high technologies has significantly changed the research and treatment methods in psychiatry. Advanced technologies such as social media, smartphones and wearable devices have enabled psychiatric clinicians and researchers to collect a wide range data of subjects/patients within a relatively short period of time to monitor the psychical status of clients or patients, and to offer more accurate and personalised treatments. While enjoying the convenience brought to us by the advanced technologies, we are facing the challenge of analysing the large data set generated from them, and making good prediction of some outcomes for a new subject. Unlike the traditional statistical methods which try to find a good fit of the data to interpret the association between the outcome and some potential features, medical researchers and clinicians are interested in the prediction of treatment methods (for example, the dosage of a drug) and treatment outcomes (eg, 5-year survival probability) given a comprehensive measurement of different features of a patient.

Machine learning (ML) takes advantage of advanced statistical methods and computer science techniques, and has been implemented to analyse ‘big data’ nowadays. The common types of ML techniques used in the psychiatric field include supervised learning (SL) and unsupervised learning (USL). SL is used for data type with a labelled response variable. The purpose of SL is to develop a model for which the outcome can be formulated as a function of the features (covariates) so that the model can make a prediction of the outcome in the future when only the features are given. For instance, suppose we are interested in identifying a patient with either major depressive disorder or no depression, based on the measurement of some factors of patients. SL methods try to build a model between the outcome (eg, depression or not) and a series of features, such as age, gender, education background, work type and so on, which are collected from different data sources. Commonly used examples of SL algorithms include logistic regression (LR) and support vector machine (SVM). LR was borrowed directly from traditional statistics and SVM was invented by computer scientists. We will discuss LR in detail in the next section.

USL is applied to data without a labelled outcome. The algorithms try to recognise similarities/dissimilarities between subjects through input variables (features) without the aid of a labelled outcome. This is why it is called ‘unsupervised’. One of the most commonly used USL methods is the k-means clustering which minimises within-cluster variances to partition observations into k clusters. The lack of labelling will make USL more challenging, while this could also help to reveal the underlying data structure without a possible prior bias. We will discuss the k-means clustering by concrete example in the later section.

SUPERVISED LEARNING

LR is a widely used statistical method to model the conditional expectation of a binary outcome with the given covariates. It has also been generalised to the case of polytomous outcomes. For this reason, it is a natural choice for a classification method in multivariate analysis. After estimating the parameters in the regression function based on the training data, we predict the probabilities that a new subject will be assigned to each category in the outcome by substituting its observed features into the regression function.
LR is one of the most popular SL tools in biomedical studies. Recently, Lee et al developed an LR model for adolescent suicide attempt prediction using sociodemographic characteristics, risk behaviours and psychological variables. This study is based on a sample of 247222 subjects in the Korea Youth Risk Behavior Web-based Survey. The LR model was used to predict the risk of suicide with 13 different variables selected through univariate analysis screening.

For simplicity, assume the behaviour of adolescent suicide attempt (a binary outcome variable $Y$, with 1 for ‘Yes’ and 0 for ‘No’) is strongly associated with age (a continuous variable $X_1$), gender (a binary variable $X_2$, with 1 for male and 0 for female), experience of violence (a binary variable $X_3$ with 1 for ‘Yes’ and 0 for ‘No’), feelings of sadness (a binary variable $X_4$, with 1 for ‘Yes’ and 0 for ‘No’) and current alcohol drinking (a binary variable $X_5$, with 1 for ‘Yes’ and 0 for ‘No’) after variable selection. The LR model assumes that the conditional distribution of $Y$ given the covariates is of the form

$$P(Y = 1 | X_i, \ldots, X_5) = \frac{1}{1 + \exp(-\mu)} ,$$

where

$$\mu = \beta_0 + \sum_{i=1}^{5} \beta_i X_i,$$

is called the linear predictor, a linear combination of covariates.

Suppose we have a new subject with features in table 1, and want to predict the probability of committing suicide. Then we have,

$$\mu = \beta_0 + \sum_{i=1}^{5} \beta_i X_i$$

$= (-0.285) \times 15 + 0.403 \times 0 + 1.257$

$\times 1 + 1.760 \times 1 + 0.382 \times 1 - 2.497$

$= -3.373$

and,

$$P(Y = 1 | X_i, \ldots, X_5) \approx \frac{1}{1 + \exp(3.373)} \approx 3.32\%.$$

Therefore, the suggested probability of this person’s suicide was calculated as 3.32%, which belongs to the high-risk group (>0.12%).

**Table 1** Features of a hypothesised subject

<table>
<thead>
<tr>
<th>Variables</th>
<th>Coefficients</th>
<th>Covariate values of the subject</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>-0.285</td>
<td>15</td>
</tr>
<tr>
<td>Gender: female</td>
<td>0.403</td>
<td>0</td>
</tr>
<tr>
<td>Experience of violence: yes</td>
<td>1.257</td>
<td>1</td>
</tr>
<tr>
<td>Feeling of sadness: yes</td>
<td>1.760</td>
<td>1</td>
</tr>
<tr>
<td>Current alcohol drinking: yes</td>
<td>0.382</td>
<td>1</td>
</tr>
<tr>
<td>Intercept</td>
<td>-2.497</td>
<td></td>
</tr>
</tbody>
</table>

**UNSUPERVISED LEARNING**

K-means clustering is a statistical technique that has been used to recognise the patterns of different types or levels of severity of a specific illness, based on related variables with no outcome labels provided. Fuente-Tomas et al proposed an easy-to-use, cluster-based severity classification for bipolar disorder (BD) that may help clinicians in the processes of personalised medicine and shared decision-making. In this study, 224 subjects with a diagnosis of BD (Diagnostic and Statistical Manual of Mental Disorders, 4th Edition, Text Revision) under ambulatory treatment were classified into five different clusters based on 12 variables from five domains.

In their method part, k-means clustering was used to reduce the dimension of four types of variables including patients’ sociodemographic and BD characteristics, psychometric instruments and laboratory results. By the algorithm of k-means clustering, the criterion is calculated by within-point scatter,

$$W(C) = \frac{1}{2} \sum_{j=1}^{k} \sum_{i \in C(j)} \sum_{j'} \left( x_{ij} - x_{jj'} \right)^2$$

where $x_{ij} = \left( x_{i1}, \ldots, x_{in} \right)$ is the mean vector of the $j$th cluster, $n_i = \sum_{j=1}^{k} C(i, j)$, and $C(i, j)$ refers to all clusters that subject i belongs to. The number of clustering k can be found out by the Elbow method, a heuristic method that helps interpret the consistency within cluster analysis. K-means clustering aims to minimise the criterion by assigning n observations to k clusters in such a way that within each cluster, the variance between the observations and the cluster mean is minimised.

The variables were selected by testing the between-group difference using $\chi^2$ test or one way analysis of variance. Along with other variables chosen by expert criteria, 12 variables were included in the global severity formula. The variables included in the global severity formula are listed in box 1.

Since the 12 selected variables can take values from 0 to 1 and all of them have equal weights, the sum of all variables need to be multiplied by 10/12 so that the result could represent the severity from low (0) to high (10).

$$\text{Severity} = \frac{10}{12} \times (\text{HospN} + \text{SuicAttN} + \text{ComPD} + \text{BMI} + \text{MetS} + \text{IllnessN} + \text{SCIP}_{p\alpha} + \text{SCIP}_{p\beta} + \text{PD} + \text{BD} + \text{FAST}_{t} + \text{FAST}_{kmean} + \text{SF}_{p\alpha} + \text{SF}_{p\beta}).$$

The severity clusters were defined by the 5th, 25th, 50th, 75th and 95th percentiles of the score calculated by this formula. Patients can be classified into different clusters by recognising which range (defined by the centiles) their global severity score falls into.

**CONCLUSION AND DISCUSSION**

In this paper we give a brief introduction of two ML methods, SL and USL, through LR and k-means clustering. Examples have been used to show how they can
be used in practice. As data structures are getting more and more complicated in mental health studies, we need advanced and flexible methods to analyse the data and to offer precise and personalised treatments for patients. We believe ML as a combination of statistical methods and computer science will play an important role in psychiatry. We plan to introduce some other developments of ML methods in the following issues.

Correction notice This article has been corrected since it was first published. The second equation under the section heading ‘Unsupervised Learning’ was missing an end parenthesis. This has since been updated.
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